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Abstract	   This study analyzed the challenges faced by tra-
ditional personal data protection mechanisms in the face of 
the advances of emerging technologies such as artificial in-
telligence, the Internet of Things, and neurotechnology. The 
objective was to examine the relationship between regula-
tory awareness, risk perception, and institutional practices 
related to data processing. To this end, a quantitative meth-
odology was applied through a structured survey with a strat-
ified sample of digital technology users. The data were ana-
lyzed using descriptive and inferential statistical techniques. 
The results showed a direct correlation between regulatory 
awareness and perceptions of digital security and a critical 
outlook among users with greater technological exposure. A 
gap was also identified between declared institutional poli-
cies and their actual implementation. The analysis allowed 
for the segmentation of user profiles and highlighted the 
need for more effective consent mechanisms, algorithmic au-
diting, and digital education. The conclusion was that adopt-
ing a comprehensive approach that articulates technological 
innovation, dynamic regulation, and citizen empowerment 
is essential to build digital governance based on protecting 
fundamental rights.

Keywords  personal data protection, digital privacy, emerg-
ing technologies, informed consent, artificial intelligence, 
neurotechnology.

Resumen    El presente estudio analizó los desafíos que en-
frentan los mecanismos tradicionales de protección de datos 
personales ante el avance de tecnologías emergentes como 
la inteligencia artificial, el internet de las cosas y la neuro-
tecnología. Se planteó como objetivo examinar la relación 
entre el nivel de conocimiento normativo, la percepción de 
riesgo y las prácticas institucionales vinculadas al tratamien-
to de datos. Para ello, se aplicó una metodología cuantita-
tiva mediante una encuesta estructurada, con una muestra 
estratificada de usuarios de tecnologías digitales. Los datos 
fueron analizados mediante técnicas estadísticas descriptivas 
e inferenciales. Los resultados evidenciaron una correlación 
directa entre el conocimiento normativo y la percepción de 
seguridad digital, así como una visión crítica por parte de 
los usuarios con mayor exposición tecnológica. También se 
identificó una brecha entre las políticas institucionales decla-
radas y su implementación real. El análisis permitió segmen-
tar perfiles de usuarios y subrayó la necesidad de mecanis-
mos más efectivos de consentimiento, auditoría algorítmica 
y educación digital. Se concluyó que es imprescindible adop-
tar un enfoque integral que articule innovación tecnológica, 
regulación dinámica y empoderamiento ciudadano, con el fin 
de construir una gobernanza digital basada en la protección 
de los derechos fundamentales.

Palabras clave   protección de datos personales, privacidad 
digital, tecnologías emergentes, consentimiento informado, 
inteligencia artificial, neurotecnología.
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Introduction
Mass digitalization and the proliferation of emerging tech-

nologies have reshaped traditional notions of privacy and 
data protection. Today, connected devices, artificial intelli-
gence (AI) systems, neurotechnology, and ubiquitous com-
puting environments collect, process, and interpret personal 
data in an automated and persistent manner (Magee et al., 
2024).

This transformation has increased the strategic value of 
personal data and multiplied the risks of rights violations, 
particularly when consent mechanisms are opaque or tech-
nological architectures do not comply with traditional le-
gal frameworks (Zhu et al., 2023; Pinto et al., 2024). For 
example, centralized digital environments such as social 
networks, digital health services, and even educational plat-
forms collect large volumes of data without users having 
absolute control over the destination of their information, 
resulting in what some authors call “informational asymme-
try” (Ehimuan et al., 2024).

In this context, the rise of neurocognitive technologies, 
such as brain-computer interfaces (BCIs), which allow 
mental states to be inferred from neural signals, stands out, 
generating unprecedented challenges around neuroprivacy. 
Recent studies show that users are interested in these tech-
nologies and are growing concerned about privacy and the 
lack of transparency in using their neuro data (Kablo & 
Arias-Cabarcos, 2023). As Magee et al. (2024) argue, devel-
oping devices capable of capturing cognitive biometrics in-
troduces new risks beyond traditional data protection frame-
works, demanding specific regulatory reforms.

At the same time, the emergence of generative AI tools, 
blockchain, big data, and immersive technologies raises key 
questions about the actual capacity of current legal frame-
works to provide adequate safeguards. According to García 
et al. (2024), blockchain technology’s decentralization, 
traceability, and immutability can significantly contribute to 
consent and digital identity management. However, they also 
present limitations when not combined with advanced pri-
vacy mechanisms such as homomorphic encryption or off-
chain storage. Immersive technologies such as the metaverse 
also present specific privacy risks that have been widely 
studied (Wang et al., 2022).

On the other hand, there is growing concern about the 
processing of personal data in IoT ecosystems. Pinto et al. 
(2024) conducted a systematic review of privacy solutions in 
personal data stores, concluding that while these technolo-
gies can return control to the user, their practical adoption re-
mains limited and requires clear regulatory frameworks that 
promote their implementation, especially in cloud architec-
tures combined with artificial intelligence (Dhinakaran et al., 
2024). Similarly, Ehimuan et al. (2024) warn that the expo-

nential growth in technologies such as artificial intelligence 
and big data analytics has exceeded the response capacity of 
many regulatory frameworks, opening the door to systemic 
and cross-border privacy breaches.

Furthermore, advancing technologies such as self-sover-
eign digital identities and blockchain-based consent man-
agement mechanisms have sparked interest in contemporary 
literature as complementary tools to strengthen individual 
control over personal data (García et al., 2024). These pro-
posals point to a new regulatory logic that goes beyond cen-
tralized models, incorporating principles of informational 
self-determination, traceability, and algorithmic transparen-
cy.

In short, protecting personal data in emerging technologi-
cal contexts requires a profound rethinking of existing regu-
latory and technological strategies. This article proposes an 
empirical and normative approach that combines statistical 
analysis of citizen perception with a critical review of the 
state of the art to propose guidelines for ethical, inclusive, 
and rights-centered digital governance. The urgency of this 
debate is even more evident given the institutional inertia 
and regulatory gaps that allow data collection, processing, 
and exploitation practices without due process or effective 
oversight by the data subjects. This regulatory gap is es-
pecially worrying in regions such as Latin America, where 
regulatory evolution is moving more slowly (Mendoza & 
Enríquez, 2024).

In this scenario, integrating ethical principles into the 
design of technologies becomes imperative. The concept 
of “privacy by design,” reflected in regulations such as the 
GDPR and promoted by institutions such as the Spanish 
Data Protection Agency (AEPD, 2024), implies that tech-
nological developments must incorporate mechanisms for 
privacy protection, data minimization, and transparency in 
the processing of personal information from their initial stag-
es (Ehimuan et al., 2024). This proactive perspective is key 
to overcoming reactive approaches based solely on post-in-
fringement sanctions.

Likewise, consent’s role as a data protection pillar must 
be rethought. Various studies indicate that, in contexts domi-
nated by algorithms and automation, informed consent loses 
effectiveness if users do not understand the future uses of 
their data or if it is transferred to third parties through opaque 
contractual clauses (Kablo & Arias-Cabarcos, 2023; Pinto et 
al., 2024).

Therefore, dynamic consent systems, with revocation op-
tions and granular control, are needed and tailored to the 
evolving logic of digital environments. Furthermore, recent 
studies have warned that the indiscriminate use of AI-based 
technologies can generate adverse psychological impacts, 
especially in minors (Mansfield, 2025).
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Likewise, the data protection challenges in emerging tech-
nologies cannot be separated from digital education. Priva-
cy literacy must be a priority for citizens and professionals 
in the public and private sectors, given that understanding 
rights and responsibilities is a determining factor in effec-
tively exercising digital autonomy. This training must in-
clude technical, legal, and ethical dimensions adapted to dif-
ferent educational levels and sociocultural contexts.

Finally, international cooperation is consolidated as essen-
tial for addressing global privacy challenges in the digital 
age. Regulatory gaps between regions encourage data forum 
shopping and limit the sanctioning power of local author-
ities. Therefore, creating minimum international standards 
and mutual legal assistance mechanisms is crucial for build-
ing an interoperable digital ecosystem that respects human 
rights (Ehimuan et al., 2024; García et al., 2024).

Contemporary literature agrees that emerging technolo-
gies have displaced traditional models of personal data pro-
cessing, generating unprecedented challenges around neuro 
privacy (Xia et al., 2024). The European Union’s General 
Data Protection Regulation (GDPR) has established funda-
mental principles such as data minimization, portability, and 
explicit consent, becoming the global benchmark for privacy 
regulatory frameworks. However, recent studies warn that 
this framework is insufficient in the face of new risks arising 
from artificial intelligence, machine learning, and biometric 
recognition systems (Ehimuan et al., 2024).

From a more specific perspective, recent research iden-
tifies three significant gaps in current legislation: the lack 
of international harmonization, the weakness of oversight 
bodies, and citizens’ low digital literacy (Rachut & Maur-
er, 2024). These limitations hinder the effective exercise of 
rights such as access, rectification, or opposition to data pro-
cessing, especially when collected in cross-border contexts 
or through opaque technologies.

At the technical level, several investigations propose us-
ing decentralized technologies such as blockchain and an-
onymization techniques powered by artificial intelligence 
(Yang et al., 2024) to strengthen consent, traceability, and 
access control mechanisms. Zhu et al. (2023) propose a 
model based on smart contracts and distributed encryption 
that would allow users to negotiate access to their data under 
economic compensation schemes, automated auditing, and 
data altruism models such as those proposed in the European 
context (Rachut & Maurer, 2024).

Similarly, García et al. (2024) explore the potential of 
self-sovereign digital identities (SSIs) as tools to give people 
back control over their informational identity.

The literature warns that current regulations lack specific 
protection mechanisms regarding highly sensitive technol-
ogies, such as neurotechnology. Kablo and Arias-Cabarcos 
(2023) show, based on an empirical study with users of 

brain-computer interfaces, that there is a high level of ac-
ceptance of these technologies but also a low awareness of 
the risks they pose to mental freedom, cognitive autonomy, 
and emotional privacy. This has led some countries, such as 
Chile, to recognize neuro-rights in their constitutional legis-
lation in an attempt to anticipate the commercial exploitation 
of brain data.

In short, the review of the state of the art highlights the 
urgent need to move toward a new regulatory and techno-
logical model that considers the dynamic, ubiquitous, and 
predictive nature of data processing in the context of emerg-
ing technologies. The literature supports a comprehensive 
strategy that combines adaptive regulation, responsible in-
novation, protection by design, and citizen empowerment.

A relevant aspect addressed by Pinto et al. (2024) in their 
systematic review of privacy in the context of the Internet 
of Things (IoT) is the low adoption of personal data stores 
(PDS), which would allow users to store, manage, and au-
thorize access to their information from a decentralized 
perspective. Despite their potential, only 20% of the studies 
reviewed propose practical solutions based on this approach, 
revealing a gap between theoretical developments and their 
actual application in mass-use environments.

For their part, Zhu et al. (2023) show how the centralized 
architecture of traditional web services places users in a po-
sition of weakness vis-à-vis service providers. The authors 
argue that users are forced to provide personal data in ex-
change for access to platforms without a clear understanding 
of how this information will be used later, giving rise to a 
phenomenon known as a “forced privacy trade-off.”

The study by García et al. (2024) also emphasizes that 
while blockchain promises decentralization and traceability, 
it does not guarantee privacy protection. End-to-end encryp-
tion, off-chain storage, and autonomous consent management 
are essential for achieving an effective privacy architecture, 
especially in multi-stakeholder, multi-sector environments.

Furthermore, recent research by Pinto et al. (2024) high-
lights the importance of categorizing IoT privacy risks into 
dimensions such as tracking, identification, profiling, and 
inventory attacks. This classification allows for better visu-
alization of users’ challenges when their information circu-
lates between interconnected devices. It raises the need for 
protection standards tailored to the granularity and context 
of the collected data.

Another critical dimension highlighted by García et al. 
(2024) is interoperability across platforms and jurisdictions. 
In a globalized world, where data may be generated in one 
country, processed in another, and stored in a third, coordi-
nated and compatible legal systems are required. The authors 
emphasize that adopting open identity and consent standards 
would resolve regulatory conflicts and ensure respect for 
digital rights across national borders.
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For their part, the study by Zhu et al. (2023) documents 
through Stackelberg game simulations that it is possible to 
model economic incentives for companies to actively partic-
ipate in protecting their users’ data. By distributing revenues 
from data trading between users and providers, the model 
demonstrates how it is feasible to align market interests with 
ethical privacy principles within a technical and contractual 
governance framework.

Finally, Ehimuan et al. (2024) emphasize that any practi-
cal approach to data protection must consider the social and 
cultural context. Perceptions of privacy vary across popula-
tions, so they propose a multilevel approach that combines 
standard regulations with contextual adaptations and priva-
cy education policies. Only in this way, they argue, can we 
move toward an inclusive, fair, and sustainable digital eco-
system.

Regarding digital governance, Ehimuan et al. (2024) 
highlight the importance of adopting dynamic regulatory 
frameworks that evolve with technology. They propose a 
comprehensive, coherent, and inclusive regulatory approach 
that harmonizes data protection principles and incorporates 
effective oversight mechanisms, proportional sanctions, and 
redress systems for those affected by privacy violations. This 
approach seeks to bridge the gap between innovation and 
legal accountability in an environment of rapid digital trans-
formation.

Methodology
This study adopted a quantitative, non-experimental, 

cross-sectional, correlational methodological approach. The 
objective was to examine the relationship between user per-
ceptions of data protection and the use of emerging techno-
logies such as artificial intelligence, IoT, blockchain, and 
neurotechnology.

Population and Sample: The target population was digital 
service users, academics, and professionals from Latin Ame-
rica’s technology and legal sectors. Stratified sampling by 
sector (public, private, academic) was used, with an estima-
ted minimum sample size of 150 participants.

Instrument: A structured online questionnaire was admi-
nistered, consisting of 20 items organized on 5-point Li-
kert-type scales. The instrument was divided into four di-
mensions: level of regulatory knowledge in data protection, 
risk perception and technological confidence, frequency of 
use of emerging technologies, and opinion on consent me-
chanisms and algorithmic transparency.

Procedure: The questionnaire was distributed through 
digital platforms, institutional emails, and professional ne-
tworks. Following the ethical principles of social research, 
participants’ anonymity and informed consent were guaran-

teed.
Data collection took place between November and De-

cember 2024. Participation was voluntary, and users residing 
in Latin American countries, primarily Ecuador, Colombia, 
Mexico, and Peru, were targeted, allowing for various insti-
tutional and regulatory contexts.

Analysis techniques: Data were processed using statistical 
software (SPSS or R). Descriptive analyses (mean, standard 
deviation, frequencies), hypothesis tests (chi-square, Stu-
dent’s t-test, ANOVA), and multivariate models (logistic re-
gression and exploratory factor analysis) were used to iden-
tify significant associations between variables.

This methodology allowed us to identify patterns of per-
ception and behavior and statistically validate hypotheses 
about the impact of emerging technologies on personal pri-
vacy from an empirical and comparative perspective.

Results and discussion
The results obtained from the survey analysis revealed 

a positive correlation between the level of normative/legal 
knowledge and the perception of digital security. Specifi-
cally, participants with greater familiarity with frameworks 
such as the GDPR or the CCPA tended to adopt a more cri-
tical stance toward using emerging technologies, demanding 
stronger safeguards in consent mechanisms, access to infor-
mation, and algorithmic transparency.

Table 1 presents a typology of user profiles based on their 
level of regulatory knowledge, frequency of emerging tech-
nology use, risk perception, and trust in current legal me-
chanisms. This classification helps identify key patterns in 
the interaction between legal awareness, technology adop-
tion, and data protection concerns, highlighting how these 
variables relate across different user groups. The results re-
veal significant divergences, particularly regarding distrust 
of legal systems among highly informed users, compared to 
greater acceptance among those with less technical-regula-
tory knowledge.

Likewise, users with frequent experience using artificial 
intelligence, Internet of Things (IoT) devices, and platforms 
employing biometric authentication expressed greater skep-
ticism regarding the effectiveness of current personal data 
protection strategies. This perception reinforces the findings 
of Pinto et al. (2024) and García et al. (2024), who argue that 
direct exposure to sensitive technologies tends to intensify 
privacy concerns.

Within institutional settings, the data revealed a significant 
gap between reported regulatory compliance and the internal 
perception of its enforcement. Although most respondents 
indicated that their organizations had data protection poli-
cies, fewer than 40% believed they were effectively and con-
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sistently implemented.
The multivariate analysis identified three main user clus-

ters: a highly informed and critical group, a moderately in-
formed but technologically active group, and a third group 
characterized by low levels of legal knowledge and limited 
digital interaction. These findings are consistent with the li-
terature advocating for differentiated approaches to regula-
tory and educational interventions (Ehimuan et al., 2024).

From an interpretative standpoint, the results support the 
need for data protection models that integrate technological 
solutions with strong digital literacy and more effective ins-
titutional oversight mechanisms. The perceptions gathered 
indicate that, although a broadly recognized legal framework 
exists, its effectiveness largely depends on the degree of ci-
vic engagement and the genuine commitment of entities res-
ponsible for data processing.

These findings also align with the arguments made by Ma-
gee et al. (2024), who contend that the advancement of cog-
nitive biometric technologies compels a rethinking of current 
legal frameworks through an approach that safeguards men-
tal privacy. The high level of user distrust toward automated 
monitoring systems suggests that consent principles must 
evolve into more granular, informed, and revocable models, 
as also proposed by Kablo and Arias-Cabarcos (2023) in the 
context of neurotechnology.

Similarly, the results are consistent with Zhu et al. (2023) 
findings regarding the need for frameworks that allow users 
to actively negotiate the use of their data. This perspecti-
ve contrasts with the current model of passive consent and 
reinforces the proposal to implement blockchain-based ar-
chitectures to enable traceability, access management, and 
algorithmic auditing.

From a governance perspective, the empirical findings 
reinforce the thesis advanced by Ehimuan et al. (2024) con-
cerning the urgent need to adopt global, dynamic, and cultu-
rally contextualized regulatory frameworks. The widespread 
perception among users of institutional opacity and limited 
regulatory effectiveness underscores the need to harmonize 
regulatory principles with interoperable technologies—an 
approach also advocated by Garcia et al. (2024), who propo-
se self-sovereign digital identities as a mechanism for citizen 

empowerment.
Taken together, the data analyzed support the argument 

that current data protection mechanisms must undergo a 
comprehensive transformation, incorporating active user 
participation, privacy by design, and algorithmic transparen-
cy as foundational pillars of a new digital trust architecture.

Conclusions
The study reveals that existing personal data protection fra-

meworks remain inadequate for addressing challenges posed 
by emerging technologies, with inconsistent implementation 
of regulations like the GDPR, especially in cross-border and 
technologically advanced scenarios. Findings indicate that 
normative awareness directly shapes risk perception, un-
derscoring the importance of combining legislative reforms 
with robust public education initiatives. Current consent me-
chanisms prove insufficient, demanding a shift toward dyna-
mic, user-centric models. A significant gap exists between 
institutional privacy policies and their practical application, 
highlighting the need for stronger governance, transparency 
measures, and systematic technical audits. Data protection 
must be embedded in technology design from inception, 
transforming principles like privacy by design, granular con-
sent, and algorithmic transparency from theoretical concepts 
into enforceable standards. Achieving ethical and sustaina-
ble digital governance ultimately requires a threefold alig-
nment: an empowered citizenry, responsible technological 
innovation, and adaptive regulatory frameworks capable of 
evolving with the digital landscape.
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